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Abstract

The vulnerability of machine learning systems to adversarial attacks questions their usage in many applications. In this paper, we propose a randomized diversification as a defense strategy. We introduce a multi-channel architecture in a gray-box scenario, which assumes that the architecture of the classifier and the training data set are known to the attacker. The attacker does not only have access to a secret key and to the internal states of the system at the test time. The defender processes an input in multiple channels. Each channel introduces its own randomization in a special transform domain based on a secret key shared between the training and testing stages. Such a transform based randomization with a shared key preserves the gradients in key-defined sub-spaces for the defender but it prevents gradient back propagation and the creation of various bypass systems for the attacker. An additional benefit of multi-channel randomization is the aggregation that fuses soft-outputs from all channels, thus increasing the reliability of the final score. The sharing of a secret key creates an information advantage to the defender. Experimental evaluation demonstrates an increased robustness of the proposed method to a number of known state-of-the-art attacks.

1. Introduction

Besides remarkable and impressive achievements, many machine learning systems are vulnerable to adversarial attacks [6]. The adversarial attacks attempt at tricking a decision of a classifier by introducing bounded and invisible perturbations to a chosen target image. This weakness seriously questions the usage of the machine learning in many security- and trust-sensitive domains.

Many researchers have proposed various defense strategies and countermeasures to defeat adversarial attacks. However, the growing number of defenses naturally stimulates the invention of new and even more universal attacks.
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An overview and classification of the most efficient attacks and defenses are given in [15, 10].

In this paper, we consider a ”game” between the defender and the attacker according to the diagram presented in Figure 1.

The defender has access to the classifier \( \phi_0 \) and the training data set \( X \). The defender shares a secret key \( k \) between training and testing. The classifier outputs a soft-max vector \( y \) of length \( M \), where \( M \) corresponds to the total number of classes, and each \( y_c, 1 \leq c \leq M \) is treated as a probability that a given input \( x \) belongs to a class \( c \). The trained classifier \( \phi_0 \) is used during testing.

The attacker in the white-box scenario has full knowledge about the classifier architecture, defense mechanisms, training data and, quite often, can access the trained parameters of the classifier. In the gray-box scenario, considered in this paper, the attacker knows the architecture of the classifier, the general defense mechanism and has access to the same training data \( X \) [3, 15]. Using the above available knowledge, the attacker can generate a non-targeted or targeted, with respect to a specified class \( c' \), adversarial perturbation \( w_{c'} \). The attacker produces an adversarial example by adding this perturbation to the target host sample \( x \) as
\[ x' = x + w_c. \] The adversarial example is presented to the classifier at test time in an attempt to trick the classifier \( \phi_\theta \) decision.

Without pretending to be exhaustive in our overview, we group existing defense strategies into three major groups:

1. **Non key-based defenses**: This group includes the majority of state-of-the-art defense mechanisms based on detection and rejection, adversarial retraining, filtering and regeneration, etc. [10]. Besides the broad diversity of these methods, a common feature and the main disadvantage of these approaches is an absence of "cryptographic" elements, like for example a secret key, that would allow to create an information advantage of the defender over the attacker.

2. **Defense via randomization and obfuscation**: The defense mechanisms of this group are mainly based on the ideas of state-of-the-art defense mechanisms avoiding the reproducible and repeatable use of parameters of the trained system. This includes gradient masking [1] and introducing an ambiguity via different types of key-free randomization. The example of such randomization can be noise addition at different levels of the system [14], injection of different types of randomization like, for example, random image resizing or padding [13] or randomized lossy compression [5], etc.

   The main disadvantage of this group of defense strategies consists in the fact that the attacker can bypass the defense blocks or take this ambiguity into account during the generation of the adversarial perturbations [1]. Additionally, the classification accuracy is degraded since the classifier is only trained on average for different sets of randomization parameters unless special ensembling or aggregation is properly applied to compensate this loss. However, even in this case the mismatch between the training and testing stages can only ensure the performance on average whereas one is interested to have the guaranteed performance for each realization of randomized parameters. Unfortunately, this is not achievable without the common secret sharing between the training and testing.

3. **Key-based defenses**: The third group generalizes the defense mechanisms, which include a randomization explicitly based on a secret key that is shared between training and testing stages. For example, one can mention the use of random projections [11], the random feature sampling [4] and the key-based transformation [10], etc.

   Nevertheless, the main disadvantage of the known methods in this group consists of the loss of performance due to the reduction of useful data that should be compensated by a proper diversification and corresponding aggregation.

In this paper, we target further extension of the key-based defense strategies based on the cryptographic principles to create an information advantage of the defender over the attacker yet maximally preserving the information in the classification system. The generalized diagram of the proposed system is shown in Figure 2. It has two levels of randomization, each of which can be based on unique secret keys. An additional robustification is achieved via the aggregation of the soft outputs of the multi-channel classifiers trained for their own randomizations. As it will be shown throughout...
the paper, usage of multi-channel architecture diminishes the efficiency of attacks.

The main contribution of this paper is twofold:

• A new multi-channel classification architecture with defense strategy against gray-box attacks based on the cryptographic principle.

• An investigation of the efficiency of the proposed approach on three standard data sets for several classes of well-known adversarial attacks.

The remainder of this paper is organized as follows: Section 2 introduces a new multi-channel classification architecture. Section 3 provides an extension of the defense strategy based on the data independent permutation proposed in [10] to multi-channel architecture. The efficient key-based data independent transformation is investigated in Section 4. The filtering by a hard-thresholding in the secret domain is analyzed in Section 5. Section 6 concludes the paper.

2. Multi-channel classification algorithm

A multi-channel classifier, which forms the core of the proposed architecture, is shown in Figure 2. It consists of four main building blocks:

1. Pre-processing of the input data in a transform domain via a mapping \( \mathcal{W}_j \), \( 1 \leq j \leq J \). In general, the transform \( \mathcal{W}_j \) can be any linear mapper. For example it can be a random projection or belong to the family of orthonormal transformations \( (\mathcal{W}_j \mathcal{W}_j^T = \mathbb{I}) \) like DFT (discrete Fourier transform), DCT (discrete cosines transform), DWT (discrete wavelet transform), etc. Moreover, \( \mathcal{W}_j \) can also be a learnable transform. However, it should be pointed out that from the point of view of the robustness to adversarial attacks, the data independent transform \( \mathcal{W}_j \) is of interest to avoid key-leakage from the training data. Furthermore, \( \mathcal{W}_j \) can be based on a secret key \( k_j \).

2. Data independent processing \( \mathbb{P}_{ji} \), \( 1 \leq i \leq I \) presents the second level of randomization and serves as a defense against gradient back propagation to the direct domain.

One can envision several cases. As shown in Figure 3a, \( \mathbb{P}_{ji} \in \{0,1\}^{l \times n} \), \( l < n \), presents a lossy sampling of the input signal of length \( n \), as considered in [3]. In Figure 3b, \( \mathbb{P}_{ji} \in \{0,1\}^{n \times n} \) is a lossless permutation, similar to [10]. Finally, in Figure 3c, \( \mathbb{P}_{ji} \in \{-1,0,+1\}^{n \times n} \) corresponds to sub-block sign flipping. The yellow color highlights the key defined region of key-based sign flipping. This operation is reversible and thus lossless for an authorized party. Moreover, to make the data independent processing irreversible for the attacker, it is preferable to use a \( \mathbb{P}_{ji} \) based on secret key \( k_{ji} \).

3. Classification block can be represented by any family of classifiers. However, if the classifier is designed for classification of data in the direct domain then it is preferable that it is preceded by \( \mathcal{W}_j^{-1} \).

4. Aggregation block can be represented by any operation ranging from a simple summation to learnable operators adapted to the data or to a particular adversarial attack.

As it can be seen from Figure 2, the chain of the first 3 blocks can be organized in a parallel multi-channel structure that is followed by one or several aggregation blocks. The final decision about the class is made based on the aggregated result. The rejection option can be also naturally envisioned.

The training of the described algorithm can be represented as:

\[
(\hat{\theta}, \{\hat{\theta}_{ji}\}) = \arg \min_{\theta, \{\theta_{ji}\}} \sum_{t} \sum_{j=1}^{J} \sum_{i=1}^{I_{ji}} \mathcal{L}(y_t, A_{\theta}(\phi_{\theta_{ji}}(f(x_{i,t})))),
\]

with:

\[
f(x_{i,t}) = \mathcal{W}_j^{-1} \mathbb{P}_{ji} \mathcal{W}_j x_{i,t},
\]

where \( \mathcal{L} \) is a classification loss, \( y_t \) is a vectorized class label of the sample \( x_{i,t} \), \( A_{\theta} \) corresponds to the aggregation operator with parameters \( \theta, \phi_{\theta_{ji}} \) is the \( i \)th classifier of the \( j \)th channel, \( \theta \) denotes the parameters of the classifier, \( T \) equals to the number of training samples, \( J \) is the total number of channels and \( I_{ji} \) equals to the number of classifiers per channel that we will keep fixed and equals to \( I \).

The attacker might discover the secret keys \( k_j \) and/or \( k_{ji} \) or make the full system end-to-end differentiable using the Backward Pass Differentiable Approximation technique proposed in [1] or via replacing the key-based blocks by...
the bypass mappers. To avoid such a possibility, we restrict the access of the attacker to the internal results within the block \(B\). This assumption corresponds to our definition of the gray-box setup.

In the proposed system, we will consider several practical simplifications leading to information and complexity advantages for the defender over the attacker:

- The defender training can be performed per channel independently until the aggregation block. At the same time, the attacker should train and back propagate the gradients in all channels simultaneously or at least to guarantee the majority of wrong scores after aggregation.
- The blocks of data independent processing \(P_{ji}\) aim at preventing gradient back propagation into the direct domain but the classifier training is adapted to a particular \(P_{ji}\) in each channel.
- It will be shown further by the numerical results that the usage of the multi-channel architecture with the following aggregation stabilizes the results’ deviation due to the use of randomizing or lossy transformations \(P_{ji}\), if such are used.
- The right choice of the aggregation operator \(A_\theta\) provides an additional degree of freedom and increases the security of the system through the possibility to adapt to specific types of attacks.
- Moreover, the overall security level considerably increases due to the independent randomization in each channel. The main advantage of the multi-channel system consists in the fact that each channel can have an adjustable amount of randomness, that allows to obtain the required level of defense against the attacks. In a one-channel system the amount of randomness can be either insufficient to prevent the attacks or too high which leads to classification accuracy loss. Therefore, having a channel-wise distributed randomness is more flexible and efficient for the above trade-off.

The described generalized multi-channel architecture provides a variety of choices for the transform operators \(W\) and data independent processing \(P_{ji}\). In Section 3, we will consider a variant with multiple \(P_{ji}\) in the form of the considered permutation in the direct domain \(W_j = I\). In Section 4, we will investigate a sign flipping operator \(P_{ji}\) for the common DCT operator \(W\). Section 5 will be dedicated to the investigation of a denoising version of \(P_{ji}\) based on hard-thresholding in a secret sub-space of the DCT domain \(W_j\).

### 3. Classification with multi-channel permutations in the direct domain

The simplest case of randomized diversification can be constructed for the direct domain with the permutation of input pixels. In fact, the algorithm proposed in [10] reflects this idea for a single channel. However, despite the reported efficiency of the proposed defense strategy, a single channel architecture is subject to a drop in classification accuracy, even for the original, i.e., non-adversarial, data.

Therefore, this paper investigates the performance of a permutation-based defense in a multi-channel setting.

#### 3.1. Problem formulation

The generalized diagram of the corresponding extended multi-channel approach is illustrated in Figure 4. The permutation in the direct domain implies that \(W_{ji} = I\) with \(J = 1\) and \(I\) permutation channels. Therefore, each channel \(1 \leq i \leq I\) has only one data independent permutation block \(P_i\), represented by a lossless permutation of the input signal \(x \in \mathbb{R}^{n \times n \times m}\) in the direct domain, where \(n\) corresponds to the size of the input image and \(m\) is the number of the channels (colors) in this image. Thus, the permutation matrix \(P_i\) is a matrix of size \(n \times n\), generated from a secret key \(k_i\), whose entries are all zeros except for a single element of each row, which is equal to one. In addition, as illustrated in Figure 3b, all non-zero entries are located in different columns. For our experiments, we assume that \(P_i\) is the same for each input image color channel but it can be a different one in the general case to increase the security of the system. As an aggregation operator \(A\), we use a summation for the sake of simplicity and interpretability. The aggregated result represents a \(M\)-dimensional vector \(y\) of real non-negative values, where \(M\) equals to the number of classes and each entry \(y_c\) is treated as a probability that a given input \(x\) belongs to the class \(c\).

Under the above assumptions, the optimization problem (2) reduces to 1:

\[
\{\hat{\theta}_i\} = \arg \min_{\theta_i} \sum_{t=1}^{T} \sum_{i=1}^{I} L(y_i, A(\phi_{\theta_i}(P_i x_i))). \tag{2}
\]

#### 3.2. Numerical results

To reveal the impact of multi-channel processing, we compare our results with an identical single channel system

---

The obtained results are given in Table 1. For all data sets, a single channel set up with \( I = 1 \) corresponds to the results of the approach proposed in [10] and \( CW \) denotes the attacks proposed by Carlini and Wagner in [2].

As one can note from Table 1, increasing the number of channels leads to a decrease of the classification error. In the case of the MNIST data set, our multi-channel algorithm allows to reduce the error on the original non-attacked data in 2 times, from 2.8% to 1.4%. For the attacked data, the classification error decreases 2.5 times from almost 9-14% to 3.5-4.5%. In case of the Fashion-MNIST data set, one can observe a similar dynamic, namely, the classification error decreases from 11.5-13.5% to 9-9.5. For the CIFAR-10 data set using the multi-channel architecture allows to reduce the error from 47-48% to only about 39.5%. The CIFAR-10 natural images are more complex in comparison to the MNIST and Fashion-MNIST and the introduced permutation destroys local correlations. This has a direct impact on classifier performance.

<table>
<thead>
<tr>
<th>Data type</th>
<th>( I )</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST: original classifier error is 1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>2.83</td>
<td>1.73</td>
<td>1.37</td>
<td>1.43</td>
<td>1.57</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>( CW )</td>
<td>8.85</td>
<td>5.46</td>
<td>3.82</td>
<td>3.53</td>
<td>3.55</td>
<td>3.51</td>
<td></td>
</tr>
<tr>
<td>( \ell_0 )</td>
<td>13.87</td>
<td>5.98</td>
<td>4.98</td>
<td>4.69</td>
<td>4.47</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>( \ell_\infty )</td>
<td>11.67</td>
<td>4.72</td>
<td>4.03</td>
<td>3.87</td>
<td>3.59</td>
<td>3.69</td>
<td></td>
</tr>
</tbody>
</table>

| Fashion-MNIST: original classifier error is 7.5% |             |      |      |      |      |      |      |
| Original      | 11.40      | 9.4  | 9.27 | 9.27 | 9.23 | 9.2  |      |
| \( CW \)      | 12.16      | 10.15| 9.78 | 9.41 | 9.49 | 9.4  |      |
| \( \ell_0 \)  | 13.45      | 10.15| 9.62 | 9.56 | 9.82 | 9.63 |      |

| CIFAR: original classifier error is 21% |             |      |      |      |      |      |      |
| Original      | 47.03      | 41.47| 40.2 | 39.8 | 39.2 | 39   |      |
| \( CW \)      | 47.76      | 41.82| 39.83| 39.59| 39.4 | 39.04|      |
| \( \ell_0 \)  | 48.39      | 42.27| 40.87| 39.73| 39.85| 39.76|      |
| \( \ell_\infty \) | 47.41      | 42.12| 40.53| 39.58| 39.62| 39.21|      |

Table 1: Classification error (%) on the first 1000 test samples for \( I \)-channel system with the direct domain permutation.

4. Classification with multi-channel sign permutation in the DCT domain

The results obtained in Section 3 for the CIFAR-10 data set show a high sensitivity to the gradient perturbations that degrade the performance of the classifier. In this Section we investigate the other data independent processing functions \( P_{ji} \) based on a secret key \( k_{ji} \) preserving the gradient in a special way that is more suitable for the classification of complex natural images. We will consider a general scheme for demonstrative purposes to justify that the permutations should be localized rather than global.

4.1. Global permutation

We will consider sign flipping in the DCT domain as a basis for the multi-channel randomization. For the visual comparison of the effect of global permutation in the coordinate domain versus global sign flipping in the DCT domain, we show an example in Figure 5. From this Figure one can note that the permutation in the coordinate domain disturbs the local correlation in the image that will impact the local gradients. In turn, this might impact the training of modern classifiers that are mostly based on gradient techniques. At the same time, preservation of the gradients makes the data more vulnerable to adversarial attacks. Keeping this in mind, we can conclude that the global DCT sign permutation also "randomizes" the images but, in contrast to the permutation in direct domain, it keeps the local correlation.

To answer the question whether the preservation of local correlation at the randomization can help preserve the loss of the gradients, we investigate the global DCT sign permutation for the classification architecture shown in Figure 4 with \( \mathbb{W}_j \) is DCT and \( P_{ji} \in \{-1, 1\}^{n \times n} \). It should be noted that the transform \( \mathbb{W}_j \) is fixed for all channels. Therefore, the secrecy part consists in the key-based flipping of DCT coefficients’ signs.

In the experimental results we obtained the classification accuracy to be very close to the results represented in Table 1. For the sake of space, we do not present this table in the paper. Nevertheless, we can conclude that the global sign permutation in the DCT domain does not improve the previous situation with the global permutation in direct domain.
4.2. Local permutation

Taking into account the above observation, we investigate the behaviour of the local DCT sign permutations, i.e., we will use a global DCT transform but will flip the signs only for the selected number of coefficients as shown in Figure 6c.

The general idea, illustrated in Figure 6, consists in the fact that the DCT domain can be split into overlapping or non-overlapping sub-bands of different size. In our case, for the simplicity and interpretability, we split the DCT domain into 4 sub-bands, namely, (1) top left that represents the low frequencies of the image, (2) vertical, (3) horizontal and (4) diagonal sub-bands. After that we apply the DCT sign flipping as randomization in each sub-band keeping all other sub-bands unchanged and apply the inverse DCT transform. The corresponding illustrative examples are shown in Figures 6c - 6e. Finally, we apply the DCT sign permutation in 3 sub-bands. The corresponding result is shown in Figure 6f. It is easy to see that local DCT sign flipping applied in one individual sub-band creates a specific oriented distortion due to the specificity of chosen sub-bands but preserves the local image content quite well. The simultaneous permutation of 3 sub-bands creates more degradation which might be undesirable and can have a negative influence on the classification accuracy.

To investigate the behaviour of the local DCT sign permutations we use the multi-channel architecture shown in Figure 7. It is a three-channel model with I sub-channels. As a \( \Psi_j \) we use a standard DCT transform. The sub-channels’ data independent processing blocks \( P_{ji} \in \{-1, 0, 1\}^{x\times n} \) are based on the individual secret keys \( k_{ji} \) and are represented by the matrices that allow to change the elements’ signs only in the sub-band of interest, like illustrated in Figure 3c. In general case, the sub-bands can be overlapping or non-overlapping and have different positions and sizes. As discussed, we use only 3 non-overlapping sub-bands of equal size as illustrated in Figure 6a. The architecture of the classifiers \( \hat{\phi}_{\theta_j} \) is identical to the ones used in Section 2. As an aggregation operator we use a simple summation.

The corresponding optimization problem becomes:

\[
\{\hat{\theta}_{ji}\} = \arg \min_{\{\theta_{ji}\}} \sum_{t=1}^{T} \sum_{j=1}^{3} \sum_{i=1}^{I} \ell(y_t, A(\phi_{\theta_{ji}}(P_{ji}x_t))).
\]

4.3. Numerical results

The results obtained for the architecture proposed in Figure 7 are shown in Table 2. The column “Classical” corresponds to the results of the one-channel classical classifier for the original non-permuted data, that is referred to as the classical scenario.

It should be pointed out that in the previous experiments we observed a drop in the classification accuracy even for the original non-attacked data. In the proposed scheme with the 12 and 15 sub-channels, the obtained classification error on the adversarial examples corresponds to those of the original data and, in some cases, is ever lower. For example, we obtained a 2 times decrease in the classification error on the MNIST for the original data in comparison to the classical architecture.

The CIFAR-10 data set presents a particular interest for us as a data set with natural images. For \( \ell_2 \) and \( \ell_\infty \) attacks the classification error is the same as in the case of the classical scenario on the original data. This demonstrates that the proposed method does not cause a degradation in performance due to the introduced defense mechanism. In case of \( \ell_0 \) attack there is only about 2% of successful attacks.

In the case of the Fashion-MNIST data set, the obtained results are better than the results for the permutation in the direct domain given in Table 1. For the original non-attacked data the classical scenario accuracy is achieved.
### Table 2: Classification error (%) on the first 1000 test samples for the DCT domain with the local sign flipping in 3 sub-bands ($J = 3$).

<table>
<thead>
<tr>
<th>Data type</th>
<th>Classical</th>
<th>$J - I$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td><strong>MNIST</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$CW \ell_2$</td>
<td>100</td>
<td>6.28</td>
</tr>
<tr>
<td>$CW \ell_0$</td>
<td>100</td>
<td>19.3</td>
</tr>
<tr>
<td>$CW \ell_\infty$</td>
<td>99.99</td>
<td>2.81</td>
</tr>
<tr>
<td><strong>Fashion-MNIST</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>7.5</td>
<td>8.1</td>
</tr>
<tr>
<td>$CW \ell_2$</td>
<td>100</td>
<td>9.27</td>
</tr>
<tr>
<td>$CW \ell_0$</td>
<td>100</td>
<td>10.62</td>
</tr>
<tr>
<td>$CW \ell_\infty$</td>
<td>99.9</td>
<td>9.2</td>
</tr>
<tr>
<td><strong>CIFAR-10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>21</td>
<td>21.2</td>
</tr>
<tr>
<td>$CW \ell_2$</td>
<td>100</td>
<td>22.42</td>
</tr>
<tr>
<td>$CW \ell_0$</td>
<td>100</td>
<td>25.72</td>
</tr>
<tr>
<td>$CW \ell_\infty$</td>
<td>100</td>
<td>22.8</td>
</tr>
</tbody>
</table>

For the attacked data the classification error exceeds the level of those on the original data only with 1-2%.

The situation with the MNIST data set is even more interesting. First of all, we would like to point out that we decrease in 2 times the classification error in comparison to the classical scenario. However, for the $CW \ell_0$ the results are surprisingly worse. To investigate the reasons of the performed degradation we visualize the adversarial examples. The results are shown in Table 3. It is easy to see that, in general, the $CW \ell_\infty$ noise manifests itself as a background distortion and doesn’t affect considerably the regions of useful information. The $CW \ell_2$ noise affects the regions of interest but the intensity of the noise is much lower than the intensity of the meaningful information. As well as in $CW \ell_2$, the $CW \ell_0$ noise is concentrated in the region near the edges but its intensity is as strong as the informative image parts. Thus, it becomes evident why local DCT sign permutation is not capable to withstand such kind of noise. In general, such a strong noise is easy detectable and the corresponding adversarial examples can be rejected by many detection mechanisms, like for example an auxiliary “detector” sub-network [9]. Moreover, as it can be seen from the Fashion-MNIST examples, the influence of such noise and successful attacks drastically decreases with increasing image complexity. As it has been shown by the CIFAR-10 results, the local DCT sign permutation produces a high level of defense against such an attack for natural images.

### Table 3: Adversarial examples.

<table>
<thead>
<tr>
<th>Attack</th>
<th>MNIST</th>
<th>Fashion-MNIST</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CW \ell_2$</td>
<td><img src="7.png" alt="Image" /></td>
<td><img src="7.png" alt="Image" /></td>
</tr>
<tr>
<td>$CW \ell_0$</td>
<td><img src="7.png" alt="Image" /></td>
<td><img src="7.png" alt="Image" /></td>
</tr>
<tr>
<td>$CW \ell_\infty$</td>
<td><img src="7.png" alt="Image" /></td>
<td><img src="7.png" alt="Image" /></td>
</tr>
</tbody>
</table>

5. Classification with multi-channel hard thresholding in the sub-bands of the DCT domain

As it can be seen from Figure 6, the local DCT sign permutation creates sufficiently high image distortions. As a simple strategy to avoid this effect, we investigate hard thresholding of the DCT coefficients in the defined sub-bands. In this case the matrix $P_{ji}$ contains zeros for the coefficients of key-defined sub-bands. Alternatively, one can consider this strategy as a random sampling as illustrated in Figure 3a, where one retains only the coefficients used by the classifier. In this sense, the considered strategy is close to the randomization in a single channel without the aggregation considered in [4].

Note that the considered processing is a data independent transform. The secret keys can be used for choosing the sub-bands positions. Thus, the attacker can not predict in advance, which DCT coefficients will be used or suppressed.

For simplicity and to be comparable with the previously obtained results, we use the multi-channel architecture that is shown in Figure 7, the DCT sub-band division as illustrated in Figure 6a with fixed 3 sub-band sizes and positions. Instead of applying the sign permutation, the corresponding DCT frequencies are set to zero and the result is transformed back to the direct domain. The visualization of the results of such a transformation is shown in Figure 8. The resulting images are slightly blurry but less noisy than in the case of the DCT sign permutation.

The obtained numerical results for the MNIST, Fashion-MNIST and CIFAR-10 data sets are given in Table 4. In
Table 4: Classification error (%) for the DCT based hard thresholding over the first 1000 test samples ($J = 3, I = 1$).

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>$CW \ell_2$</th>
<th>$CW \ell_0$</th>
<th>$CW \ell_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>0.6</td>
<td>7.59</td>
<td>21.3</td>
<td>3.03</td>
</tr>
<tr>
<td>Fashion-MNIST</td>
<td>8.8</td>
<td>9.6</td>
<td>11.23</td>
<td>9.58</td>
</tr>
<tr>
<td>CIFAR</td>
<td>21.1</td>
<td>23.28</td>
<td>27.08</td>
<td>23.27</td>
</tr>
</tbody>
</table>

For the future work we aim at investigating the proposed defense strategy against the gradient based sparse attacks and non-gradient based attacks.

6. Conclusions

In this paper, we address a problem of protection against adversarial attacks in classification systems. We propose the randomized diversification mechanism as a defense strategy in the multi-channel architecture with the aggregation of classifiers’ scores. The randomized diversification is a secret key-based randomization in a defined domain. The goal of this randomization is to prevent the gradient back propagation or use of bypass systems by the attacker. We evaluate the efficiency of the proposed defense and the performance of several variations of a new architecture on three standard data sets against a number of known state-of-the-art attacks. The numerical results demonstrate the robustness of the proposed defense mechanism against adversarial attacks and show that using the multi-channel architecture with the following aggregation stabilizes the results and increases the classification accuracy.

For the future work we aim at investigating the proposed defense strategy against the gradient based sparse attacks and non-gradient based attacks.
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