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Abstract—The vast amounts of digital content captured from
the real world or AI-generated media necessitate methods for
copyright protection, traceability, or data provenance verifi-
cation. Digital watermarking serves as a crucial approach to
address these challenges. Its evolution spans three genera-
tions: handcrafted, autoencoder-based, and foundation model
based methods. While the robustness of these systems is well-
documented, the security against adversarial attacks remains
underexplored. This paper evaluates the security of foundation
models’ latent space digital watermarking systems that utilize
adversarial embedding techniques. A series of experiments inves-
tigate the security dimensions under copy and removal attacks,
providing empirical insights into these systems’ vulnerabilities.
All experimental codes and results are available in the repository.

Index Terms—digital watermarking, watermarking attack,
self-supervised learning, latent space.

I. INTRODUCTION

The emergence of a vast amount of content is reshaping our
digital landscape. This content is either captured directly from
the real world, i.e., physically produced, or created via digital
algorithms, i.e., synthetically generated. This spans various
media, including images, videos, audio, and text.

In this new landscape, verifying the integrity, authenticity,
and provenance poses significant challenges to maintaining
trust, preventing misinformation, preserving the integrity of
legal evidence, and upholding ethical standards. Notably, the
EU AI Act recognizes the risks linked with the recent machine
learning (ML) models and the content they generate [1].

Digital watermarking is a crucial technical means in copy-
right protection and traceability. This technology aims to meet
four primary requirements: imperceptibility, payload, robust-
ness and security. While its robustness is well-documented,
the security aspects, particularly of recent schemes based on
ML, remain underexplored.
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Foundation Models (FMs) and, notably, Vision Foundation
Models (VFMs) are central to this evolving digital ecosys-
tem [2], [3]. They represent a significant advancement in ML
capabilities. These large pre-trained neural networks, refined
on extensive and diverse datasets, are versatile tools. Many
downstream applications use VFMs for analyzing content, like
image classification, semantic segmentation, object detection,
content retrieval, and tracking.

Based on this idea, a similar trend in watermarking [4],
[5] aims to leverage the robustness and performance of these
models. They usually utilize adversarial embedding techniques
to hide information in VFMs’ latent spaces. It makes the
resulting watermarking robust and very versatile: able to
operate on images with different resolutions, with a variable
payload and a manually defined trade-off between robustness
and quality. This paper evaluates and highlights the brittle
security of these methods. Addressing this gap enhances the
understanding and development of secure digital watermarking
in our increasingly digital world.

The main contributions are as follows: a) We introduce two
classes of attacks against latent space watermarking, specifi-
cally focusing on copy and removal attacks; b) We investigate
the performance of these attacks on a state-of-the-art technique
within this class of watermarking, evaluating both zero-bit
and multi-bit watermarking schemes; c) We demonstrate the
impact of target selection strategies in the effectiveness of
removal attacks; d) We provide a comprehensive analysis of
the vulnerability of DINOv1 [6], highlighting the necessity for
future research on a broader range of foundation models.

II. STATE OF THE ART OF WATERMARKING

Digital watermarking embeds information within digital
media, balancing (1) imperceptibility - the distortion induced
by the watermark is not perceptible for a human observer,
(2) payload - the amount of data embedded in the content,
(3) robustness - the ability to retrieve the hidden message
under a given set of distortions and (4) security - the ability
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to withstand attacks exploiting the system’s vulnerability.
Techniques vary from zero-bit watermarking, where a mark is
embedded into a content using a secret key and the detection
assesses the presence of this mark within the content, to multi-
bit watermarking, which encodes a message in content, and
the decoder retrieves the embedded message bit by bit.

Digital watermarking has evolved across three generations
differentiated by their embedding domains:

1) DW1: Techniques in this category embed watermarks
in the spatial or transform domains, including DFT
[7], [8], DCT [9], [10], Fourier-Melline [11], and DWT
[12] domains, with both zero-bit [13] and multi-bit
watermarking [14], [15]. These methods aim for in-
visibility and basic robustness, employing additive or
quantization-based embedding techniques [16], [17].

2) DW2: This group jointly trains ML-based encoder and
decoder for adaptive embedding [18]–[20], focusing on
content-driven robustness enhancements. These methods
involve training under differentiable distortions, includ-
ing adversarial settings [21], [22], and require adaptation
to new types of datasets and distortions.

3) DW3: The most recent advancement explores water-
marking by using iterative adversarial-like embeddings
in the latent spaces of pre-trained models, either trained
on a supervised task [4] or with VFMs [5]. In this paper,
we consider DINOv1 model [6]. DINOv1 is a self-
supervised learning computer vision model, that uses
student-teacher framework, the student predicts teacher’s
output for different image augmentations. DINOv1 cap-
tures semantic information and performs well on tasks
like image classification and object detection.

Security of digital watermarking: Extensive robustness
and security assessments have been conducted on the DW1

group. These studies pinpoint the difficulty to fight against
the copy attack [23], the remodulation attack [24], and the
sensitivity attack [25]–[28]. Conversely, the exploration of the
security of DW2 and DW3 watermarking in the face of
adversarial attacks is still in its infancy. This early inquiry
phase highlights a significant gap in our understanding of their
security, indicating a critical field for research endeavours.

Notations: We denote by X = RH×W×C the space of
images of size H ×W × C. A trained VFM is denoted
as fϕ : X → Z mapping the image space to the latent
space Z = Rd. Notations x0, xw, and xa stand for the
original, watermarked and attacked images in X , z0, zw and
za correspond to their latent space representations in Z . We
have xw = w(x0,m, k) where m is the message to be hidden
and k the secret key, and xa = t(xw) where t is an image
transformation pertaining to a set of attacks T .

The distortion is measured by LX : X × X → R+. In
the case of mean square error (MSE), LX (x0,xw) = ||x0 −
xw||22/H/W/C ≤ Dw, where Dw defines the embedding dis-
tortion budget between the original and watermarked images.
If the size and geometry of the image after the attack are pre-
served, one can also define the attack distortion LX (xw,xa).
The MSE is usually given in log scale by the peak signal-

to-noise ratio PSNRw = 10 log10
(
2552/LX (x0,xw)

)
for

measuring quality of watermarked imaged and PSNRa =
10 log10

(
2552/LX (xw,xa)

)
for attacked images.

III. VFM-BASED ADVERSARIAL EMBEDDING
WATERMARKING

This section summarizes the watermarking method [5] by
first accounting for the detection/decoding stage.

A. Detection and Decoding

We consider two scenarios: zero-bit (detection only) and
multi-bit watermarking (decoding the hidden message).

Zero-Bit. Given a secret carrier w ∈ Z s.t. ∥w∥ = 1,
generated from the secret key k, that represents a 0-bit
watermarking, the detection region is the dual hypercone:

Dk := {z ∈ Rd : |zTw| > ∥z∥ cos(γ)}. (1)

The angle γ is defined by the targeted false acceptance rate
P t

fa, that is theoretically given for a non-watermarked x as:

P t
fa := P [fϕ(x) ∈ DK |K ∼ U)] = 1− Icos2(γ)

(
1

2
,
d− 1

2

)
,

(2)
where Iτ (α, β) is the regularized Beta incomplete function.
The following function gauges how z is close to Dk:

LI
Z(z,w) = ∥z∥2 cos2(θ)− (zTw)2. (3)

Its sign indicates whether z lies inside Dk, its amplitude
indicates how far z is from Dk or deep inside Dk.

Multi-Bit. The hidden message is m = (m1, . . . ,mℓ) ∈
{−1, 1}ℓ. The random generator seeded with the secret key k
produces an orthogonal family of carriers {w1, . . . ,wℓ} ⊂ Z .
The decoder retrieves m̂ as the sign of the projections:

m̂ =
(
sign

(
fϕ(x)

⊤w1

)
, . . . , sign

(
fϕ(x)

⊤wℓ

))
.

The following function gauges how z lies deep inside the
decoding region within a margin µ ≥ 0 on the projections.

LII
Z (z,m) =

1

ℓ

ℓ∑
i=1

max
(
0, µ−

(
z⊤wi

)
·mi

)
. (4)

B. Watermark embedding

The embedding takes an original image x0 ∈ X and outputs
a visually similar image xw ∈ X . The previous section defines
a loss function LZ in the latent space, be it (3) or (4). The
embedding aims at minimizing this loss under the constraint
of distortion defined in the image domain. Augmentations are
introduced to make the watermark signal more robust. These
are image modifications belonging to a set T of typical attacks
with a range of parameters, such as rotation, crops and blur.
The application of attack t ∈ T to image x writes as t(x) ∈ X .

The losses LZ and LX are combined as follows:

LW(x,x0, t) := λLZ(fϕ(t(x))) + LX (x,x0), (5)

where λ controls the trade-off between two terms: LZ aims
to push the feature of any transformation of xw deep inside
the detection/decoding region, while LX favors low distortion.
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Solver
<latexit sha1_base64="A3K08QgczWV8TKp6OwtiZeLZK4g=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSkuiy4cVnBPqApZTKdtEMnkzBzI5bQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmYDOqhU3Zo7B1klXkGqUKA5qHz5w5ilEVfIJDWm57kJ9jOqUTDJZ2U/NTyhbEJHvGepohE3/WyeeUbOrTIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTDm34mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PZluAtf3mVtC9rXr1Wv7+qNtyijhKcwhlcgAfX0IA7aEILGCTwDK/w5qTOi/PufCxG15xi5wT+wPn8AXFIkek=</latexit>xa

<latexit sha1_base64="4apHW16SHxDNns3WSe5ZrgHtI5A=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSkuiy4cVnBPqApZTKdtEMnkzBzI9TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmYDHFSqbs2dg6wSryBVKNAcVL78YczSiCtkkhrT89wE+xnVKJjks7KfGp5QNqEj3rNU0YibfjbPPCPnVhmSMNb2KSRz9fdGRiNjplFgJ/OMZtnLxf+8XorhTT8TKkmRK7Y4FKaSYEzyAshQaM5QTi2hTAublbAx1ZShralsS/CWv7xK2pc1r16r319VG25RRwlO4QwuwINraMAdNKEFDBJ4hld4c1LnxXl3Phaja06xcwJ/4Hz+AJEikf4=</latexit>zt

<latexit sha1_base64="A3K08QgczWV8TKp6OwtiZeLZK4g=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSkuiy4cVnBPqApZTKdtEMnkzBzI5bQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmYDOqhU3Zo7B1klXkGqUKA5qHz5w5ilEVfIJDWm57kJ9jOqUTDJZ2U/NTyhbEJHvGepohE3/WyeeUbOrTIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTDm34mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PZluAtf3mVtC9rXr1Wv7+qNtyijhKcwhlcgAfX0IA7aEILGCTwDK/w5qTOi/PufCxG15xi5wT+wPn8AXFIkek=</latexit>xa

<latexit sha1_base64="7xeDzLgVrViNKRXLXkp4y0uVt2M=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vjw4rGC/cA2hM120y7dbMLuRCih/8KLB0W8+m+8+W/ctjlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3Q2q4FIq3UKDk3VRzGoeSd8Lx7czvPHFtRKIecJJyP6ZDJSLBKFrpMQryfjoSgZkGlapbc+cgq8QrSBUKNIPKV3+QsCzmCpmkxvQ8N0U/pxoFk3xa7meGp5SN6ZD3LFU05sbP5xdPyblVBiRKtC2FZK7+nshpbMwkDm1nTHFklr2Z+J/XyzC68XOh0gy5YotFUSYJJmT2PhkIzRnKiSWUaWFvJWxENWVoQyrbELzll1dJ+7Lm1Wv1+6tqwy3iKMEpnMEFeHANDbiDJrSAgYJneIU3xzgvzrvzsWhdc4qZE/gD5/MH4DWRAw==</latexit>

f�s

<latexit sha1_base64="7xeDzLgVrViNKRXLXkp4y0uVt2M=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vjw4rGC/cA2hM120y7dbMLuRCih/8KLB0W8+m+8+W/ctjlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3Q2q4FIq3UKDk3VRzGoeSd8Lx7czvPHFtRKIecJJyP6ZDJSLBKFrpMQryfjoSgZkGlapbc+cgq8QrSBUKNIPKV3+QsCzmCpmkxvQ8N0U/pxoFk3xa7meGp5SN6ZD3LFU05sbP5xdPyblVBiRKtC2FZK7+nshpbMwkDm1nTHFklr2Z+J/XyzC68XOh0gy5YotFUSYJJmT2PhkIzRnKiSWUaWFvJWxENWVoQyrbELzll1dJ+7Lm1Wv1+6tqwy3iKMEpnMEFeHANDbiDJrSAgYJneIU3xzgvzrvzsWhdc4qZE/gD5/MH4DWRAw==</latexit>

f�s

<latexit sha1_base64="7xeDzLgVrViNKRXLXkp4y0uVt2M=">AAAB8XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vjw4rGC/cA2hM120y7dbMLuRCih/8KLB0W8+m+8+W/ctjlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bJsk04y2WyER3Q2q4FIq3UKDk3VRzGoeSd8Lx7czvPHFtRKIecJJyP6ZDJSLBKFrpMQryfjoSgZkGlapbc+cgq8QrSBUKNIPKV3+QsCzmCpmkxvQ8N0U/pxoFk3xa7meGp5SN6ZD3LFU05sbP5xdPyblVBiRKtC2FZK7+nshpbMwkDm1nTHFklr2Z+J/XyzC68XOh0gy5YotFUSYJJmT2PhkIzRnKiSWUaWFvJWxENWVoQyrbELzll1dJ+7Lm1Wv1+6tqwy3iKMEpnMEFeHANDbiDJrSAgYJneIU3xzgvzrvzsWhdc4qZE/gD5/MH4DWRAw==</latexit>

f�s <latexit sha1_base64="50ul16YRyVlLdNpR+Lytvpp7O5s=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclUSkuiy4cVnBPqApZTKdtEMnkzBzI9TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJbe53Hrk2IlYPOE14P6IjJULBKFrJ9yOK4yDMnmYDOqhU3Zo7B1klXkGqUKA5qHz5w5ilEVfIJDWm57kJ9jOqUTDJZ2U/NTyhbEJHvGepohE3/WyeeUbOrTIkYaztU0jm6u+NjEbGTKPATuYZzbKXi/95vRTDm34mVJIiV2xxKEwlwZjkBZCh0JyhnFpCmRY2K2FjqilDW1PZluAtf3mVtC9rXr1Wv7+qNtyijhKcwhlcgAfX0IA7aEILGCTwDK/w5qTOi/PufCxG15xi5wT+wPn8AXRWkes=</latexit>za

(a) Copy attack

(b) Removal attack

<latexit sha1_base64="uwLN+nqMusC2YyaHgL+EfZI4qQs=">AAACHnicbVDLSsNAFJ3UV62vqEs3g0WoICURrS4Lbly4qGAf0JYwmU7aoZNJmJmIJeRL3PgrblwoIrjSv3GSBqmtBwbOOfde5t7jhoxKZVnfRmFpeWV1rbhe2tjc2t4xd/daMogEJk0csEB0XCQJo5w0FVWMdEJBkO8y0nbHV2m9fU+EpAG/U5OQ9H005NSjGCltOeZ5z0dqhBGLbxIn/hWdJKlkwvXih8RBJ3BGqWPHLFtVKwNcJHZOyiBHwzE/e4MARz7hCjMkZde2QtWPkVAUM5KUepEkIcJjNCRdTTnyiezH2XkJPNLOAHqB0I8rmLmzEzHypZz4ru5Ml5TztdT8r9aNlHfZjykPI0U4nn7kRQyqAKZZwQEVBCs20QRhQfWuEI+QQFjpREs6BHv+5EXSOq3atWrt9qxct/I4iuAAHIIKsMEFqINr0ABNgMEjeAav4M14Ml6Md+Nj2low8pl98AfG1w84OqO5</latexit>LX (xa,xt)

<latexit sha1_base64="bMWx6AToKe5kg+Ndw2XmmnxxCCs=">AAACHnicbVDLSsNAFJ34rPUVdelmsAgVpCSi1WXBjQsXFewD2hIm00k7dDIJMxO1hHyJG3/FjQtFBFf6N07SILX1wMA5597L3HvckFGpLOvbWFhcWl5ZLawV1zc2t7bNnd2mDCKBSQMHLBBtF0nCKCcNRRUj7VAQ5LuMtNzRZVpv3REhacBv1TgkPR8NOPUoRkpbjnnW9ZEaYsTi68SJf0U7ScqZcL34IXHuj+GUQkeOWbIqVgY4T+yclECOumN+dvsBjnzCFWZIyo5thaoXI6EoZiQpdiNJQoRHaEA6mnLkE9mLs/MSeKidPvQCoR9XMHOnJ2LkSzn2Xd2ZLilna6n5X60TKe+iF1MeRopwPPnIixhUAUyzgn0qCFZsrAnCgupdIR4igbDSiRZ1CPbsyfOkeVKxq5XqzWmpZuVxFMA+OABlYINzUANXoA4aAINH8AxewZvxZLwY78bHpHXByGf2wB8YXz89/aO8</latexit>LX (xw,xa)

<latexit sha1_base64="4w3VfGOfk4NHJ9oOTZGyjblwnEI=">AAACJHicbVDLSsNAFJ3UV62vqEs3g0WoICURqYKbghsLLirYB7YxTKaTdujkwcxEqCEf48ZfcePCBy7c+C1O0iK19cDAuefcy9x7nJBRIQ3jS8stLC4tr+RXC2vrG5tb+vZOUwQRx6SBAxbwtoMEYdQnDUklI+2QE+Q5jLSc4UXqt+4JFzTwb+QoJJaH+j51KUZSSbZ+3vWQHGDE4qvkLq7Vaokd/0q3SVLKCseNHxJbHsGpCh3aetEoGxngPDEnpAgmqNv6e7cX4MgjvsQMCdExjVBaMeKSYkaSQjcSJER4iPqko6iPPCKsODsygQdK6UE34Or5Embq9ESMPCFGnqM60yXFrJeK/3mdSLpnVkz9MJLEx+OP3IhBGcA0MdijnGDJRoogzKnaFeIB4ghLlWtBhWDOnjxPmsdls1KuXJ8Uq8YkjjzYA/ugBExwCqrgEtRBA2DwCJ7BK3jTnrQX7UP7HLfmtMnMLvgD7fsH8kKmLA==</latexit>

LIII
Z (zt, za)

<latexit sha1_base64="he9McS08pqTyk7kXuLWFd1riv7I=">AAACJHicbVDLSsNAFJ34rPUVdelmsAgVpCQiVXBTcGPBRQX7wDaGyXTSDp08mJkoNeRj3Pgrblz4wIUbv8VJWqS2Hhg495x7mXuPEzIqpGF8aXPzC4tLy7mV/Ora+samvrXdEEHEManjgAW85SBBGPVJXVLJSCvkBHkOI01ncJ76zTvCBQ38azkMieWhnk9dipFUkq2fdTwk+xix+DK5javVamLHv9JNkhSzwnHjh8RGh3Ciuj+w9YJRMjLAWWKOSQGMUbP19043wJFHfIkZEqJtGqG0YsQlxYwk+U4kSIjwAPVIW1EfeURYcXZkAveV0oVuwNXzJczUyYkYeUIMPUd1pkuKaS8V//PakXRPrZj6YSSJj0cfuRGDMoBpYrBLOcGSDRVBmFO1K8R9xBGWKte8CsGcPnmWNI5KZrlUvjouVIxxHDmwC/ZAEZjgBFTABaiBOsDgETyDV/CmPWkv2of2OWqd08YzO+APtO8f9cemLw==</latexit>

LIII
Z (za, zw)

targeted

untargeted

Fig. 1. Generalized diagram explaining the proposed (a) copy and (b) un-
targted and targeted removal attacks (on the example of zero-bit watermarking
in the latent space). The secret carrier w and the decision region Dk (show
in gray) are unknown for the attacker.

The embedding is typical from the adversarial ML literature
minimizing an Expectation over Transformation (EoT) [29]:

xw := argmin
x∈C(x0)

ET∼U(T )[LW(x,x0, T )], (6)

where C(x0) ⊂ X is the set of admissible images w.r.t. the
original one. It is defined by two steps of normalization applied
to the pixel-wise difference δ0 = x − x0: (1) we apply a
SSIM [30] heatmap attenuation, which scales δ0 pixel-wise to
hide the information in perceptually less visible areas of the
image; (2) we set a target PSNR and rescale δ0 accordingly.

IV. ATTACKS AGAINST ML-BASED DIGITAL
WATERMARKING

This paper assumes the attacker knows neither the secret
key k nor the message m. However, the main brick of the
system is the foundation model fϕ which is open-sourced and
therefore a white-box for the attacker.

A. Watermark Copy Attack

The objective of a copy attack is to maximize the prob-
ability of falsely accepting a non-watermarked image as a
watermarked one. Given a watermarked image xw and a target
image xt, the attack seeks to transfer the watermark from xw

to xt without knowledge of the message m or the key k.
In contrast to the traditional copy attack [23], Fig. 1a

proposes a generalization across various embedding domains
that does not necessitate the additivity of the embedding.

Given the watermarked image xw and the target image
xt, our copy attack generates an attacked image xa that
is perceptually close to xt according to the loss function

LX (xt,xa). Concurrently, the latent representation za of the
attacked image is driven towards the latent representation zw
of the watermarked image as per a loss function LIII

Z (za, zw).
The total loss for the generalized copy attack is formulated as:

LC
A(xa,xw,xt) = LX (xa,xt) + λLIII

Z (za, zw), (7)

where λ is a weighting factor that balances the contributions of
the perceptual and latent similarity terms. The latent space loss
is defined as LIII

Z (za, zw) = − zT
a zw√

∥za∥2
2∥zw∥2

2

for both zero-

bit and multi-bit watermarking. Minimization is achieved via
gradient descent over N iterations. Similar to the watermark
embedding (6), the attack also involves two normalization
steps applied to the difference δat = xa − xt, i.e. the SSIM
masking and the rescaling to impose a certain PSNRa. The
final image is rounded to quantized pixels. The algorithm of
the proposed copy attack is presented below.

Algorithm 1 Copy Attack
1: Input: xw: watermarked image, xt: target image; fϕ:

feature extractor (FM)
2: zw ← fϕ(xw), xa ← xt // initialize
3: for t = 0, . . . , N − 1 do
4: xa

constraints←− xa // impose constraints via δat
5: za ← fϕ(xa) // compute latent representation
6: xa ← xa + η ×Adam

(
LC
A(xa,xw,xt)

)
// update the image

7: end for
8: xa

constraints←− xa // impose constraints via δat, rounding
9: Return: Attacked image xa

Extension to multiple watermarked images. When multi-
ple images {xwn}Ln=1 watermarked with the same key and
the same message (in the case of multi-bit watermarking)
are available to the attacker, one can compensate the lack of
knowledge of the acceptance region D by solving the follow-
ing optimization problem: for zwn = fϕ(xwn), ∀n ∈ [L],

LC
A(xa,xw,xt) = LX (xa,xt) +

λ

L

L∑
n=1

LIII
Z (za, zwn) . (8)

In our experiments, we observe the very high success rates
of the targeted attacks in the setup where L = 1. Thus, we do
not experiment with these attacks in Sec. V.

B. Watermark Removal Attack

The watermark removal damages the watermarked image
to maximize the probability of miss detection (zero-bit water-
marking), or the bit error rate (BER) (multi-bit watermarking).

Our proposal is to jeopardize the latent space representation
with the hope of diminishing the presence of the watermark.
Specifically, given a watermarked image xw, the attack gen-
erates an attacked image xa perceptually similar to xw while
ensuring that its latent representation za is far from zw. This
strategy does not require an additive approximation of the
embedding. Neither the watermark detector/decoder output nor
the secret key k is required.



Technically, the watermark removal can be achieved by a)
untargeted attack (removal-untargeted, R-U) or b) targeted
attack (R-T). In the untargeted case, the loss function is
defined LIV

Z (za, zw) =
(zT

a zw)2√
∥za∥2

2∥zw∥2
2

for both zero-bit and

multi-bit watermarking.

LR−U
A (xw,xa) = LX (xw,xa)− λLIV

Z (zw, za). (9)

The targeted removal attack generates an attacked image xa

that is perceptually close to the watermarked image xw while
its latent representation za gets away from w and instead
aligns with the latent representation of a target image zt:

LR−T
A (xw,xt,xa) = LX (xw,xa) + λLIII

Z (zt, za), (10)

Minimization of the total loss is achieved via stochastic
gradient descent over N iterations. The final image is ob-
tained with the SSIM masking and scaling of the perturbation
δaw = xa − xw to achieve a given PSNRa, and rounding.

Algorithm 2 Watermark Removal Attack
1: Input: xw: watermarked image, xt: target image; fϕ: fea-

ture extractor (FM), attack type: type of attack (targeted
or untargeted)

2: Compute: zt = fϕ(xt)
3: Initialize: xa ← xw

4: for t = 0, . . . , N − 1 do
5: xa

constraints←− xa // impose constraints via δaw
6: za ← fϕ(xa) // compute latent representation
7: if attack type == “untargeted” then
8: xa ← xa + η ×Adam(LR−U

A (xw,xa))
// update the image according to untargeted attack

9: else if attack type == “targeted” then
10: xa ← xa + η ×Adam(LR−T

A (xw,xt,xa))
// update the image according to targeted attack

11: end if
12: end for
13: xa

constraints←− xa // impose constraints via δaw, rounding
14: Return: Attacked image xa

The target selection during the removal attack plays an
important role for the success of the attack. Three strategies are
being considered. 1) Choosing any random non-watermarked
image xt. 2) Setting target to be a heavily degraded version of
xw for which the watermark is no longer detected. Then, the
optimization (10) restores a better image quality. 3) Selecting
random watermarking carrier as the new target.

V. EXPERIMENTAL RESULTS

The implementation of the studied zero-bit and multi-bit
watermarking is based on the paper [5]. The ResNet-50
trained with DINOv1 [6] is used as the vision backbone. All
experiments are performed on the DIV2K dataset [31] with
typical image size 2000 × 1500. Unless specified otherwise,
the experiments are repeated using 10 different keys for
watermark embedding and detection on a subset of 800 images
from DIV2K. In all experiments, the PSNRw of the original

watermarked image is fixed at 42 dB, and the target PSNRa

varies from 30 to 45 dB. For most of the attacks, the actually
achieved PSNRa is higher than the above target value.

A. Investigation on the Copy Attack

The first experiment investigates the robustness against
the copy attack. The goal is to copy the watermark on un-
watermarked images from a single watermarked image. The
PSNRw of the original watermarked image is fixed at 42 dB.

For zero-bit watermarking, the attack success rate measures
the proportion of crafted images that are wrongly flagged
by the watermark detection (1), for different targeted prob-
abilities of false acceptance P t

fa ∈ {10−5, 10−6, 10−7}. The
optimization of Alg. 1 achieves the attack success rate equals
one for the entire range of studied PSNRa and targeted false
acceptance P t

fa. This confirms the strength of the copy attack.
The second experiment involves multi-bit watermarking.

The watermark payload varies ℓ ∈ {10, 30, 50, 100} bits.
Fig. 2 shows that, at low values of PSNRa (strong attack distor-
tions), the multi-bit watermarks are perfectly copied. At higher
values of PSNRa (weak attack), the BER naturally increases
but not significantly. The increase of message length causes
higher value of BER obtained at high PSNRa = 47.5 dB, but
for lower PSNRa the impact of watermark payload length is
insignificant. This demonstrates strong clonability.

B. Investigation on the Removal Attack

This section studies both untargeted and targeted removal
attacks against zero-bit and multi-bit watermarking. In contrast
to the copy attack, the attack success rate now measures the
probability of miss Pm for zero-bit watermarking, i.e., the
proportion of watermarked images that are no longer detected
after the attack, and the BER for multi-bit watermarking.

The untargeted removal attack (9) does not require any
target. Fig. 3 reports the observed Pm for the zero-bit wa-
termarking detection at different targeted probabilities of false
acceptance. On the other hand, Fig. 4 shows the influence
on BER for multi-bit watermarking. The untargeted removal

Fig. 2. Bit Error Rate (BER) for multi-bit watermarking under the copy attack
with varying PSNRa and watermark payloads ℓ. The attack can successfully
copy the binary message (BER < 1%) of the watermarked image into any non-
watermarked image, even at very low distortion budgets (PSNRa = 45 dB).



Fig. 3. Probability of miss for zero-bit watermarking under untargeted
removal attack against PSNRa of the attacked image, for varying probability
of false acceptance. The untargeted attack achieves Pm close to 1 at lower
values of PSNRa around 40 dB, while Pm decreases with the increase of
PSNRa towards 50 dB.

attack significantly impacts the performance of both water-
marking schemes.

In contrast to the untargeted removal attack, the targeted
removal attack needs to select the target xt and accordingly
zt = fϕ(xt). The target image selection strategies include
random selection of xt denoted as “other image”, selecting the
denoised watermark image as xt = dWiener(xw), and selecting
directly zt randomly in the latent space.

Fig. 5 shows the Pm under targeted removal attack for
zero-bit watermarking with the required target probability of
false acceptance: 10−5, 10−6 and 10−7. The selection of the
denoised image based on Wiener filter with size 25 × 25
as a target image provides the best results in maximization
of probability of miss for all values of probability of false
acceptance. Comparing the results from Fig. 5 and Fig. 3, one
can conclude that both untargeted and targeted removal attacks
achieve Pm close to 1, for PSNRa ≤ 41 dB, that demonstrates
high efficiency of both strategies.

As for multi-bit watermarking, the BER evaluates the
success of the attack. The watermark payload is fixed at
ℓ ∈ {10, 30, 50, 100} bits. The results in Fig. 6 demonstrate

Fig. 4. Bit Error Rate for multi-bit watermarking under untargeted removal
attack against PSNRa at varying payload of ℓ bits. The attack increases the
BER significantly, inverting the majority of the hidden bits.

Fig. 5. Probability of miss for zero-bit watermarking under targeted removal
attack with different target image selection strategies. All kinds of targeted
attacks achieve better success rates than the untargeted ones.

how the BER depends on the PSNRa of the attacked image.
The removal efficiency decreases with the increase of PSNRa.

The choice of target in the targeted removal attack dictates
the different attack efficiency in terms of effective PSNRa

and achievable BER for different watermark message lengths.
The “other image” target selection requires largest PSNRa,
i.e., highest possible distortions, to maximally damage the
watermarked message for the range of 30-37 dB. The random
vector subset space target allows achieves similar values of
BER starting at 37 dB but with considerably higher variability
of BER values for different message lengths. Finally, the
“denoised image” selection as a target for the considered
removal attack achieves similar results starting from 39 dB
under the same impact of message length on BER variability.
The overall increase of PSNRa leads to the decrease of BER
due to the reduction of allowable distortion budget.

One can observe that under the untargeted attacks, the
results are somewhat unstable under different PSNRa. We
argue that this is due to the nature of untargeted attacks. Unlike
targeted attacks, which push the image latent representation

Fig. 6. Bit Error Rate for multi-bit watermarking under targeted removal
attack with different target image selection strategies. The best results corre-
spond to BER=0.5 (random chance).



to be as close as possible to the selected target latent rep-
resentation, the untargeted attacks push the attacked image
latent representation far from the watermarked image (cosine
similarity between representations is 0). Thus, it can result in
an infinite number of optimal solutions.

VI. CONCLUSION

This paper investigates the efficacy of copy and removal
attacks against a watermarking technique based on the foun-
dation model’s latent space. The results demonstrate that the
effectiveness of these attacks increases with the level of ad-
versarial distortions applied. Among the two types of attacks,
removal attacks have proven to be more efficient against both
watermarking schemes. Copy attacks are relatively easier to
perform on zero-bit watermarking. This is attributed to the
more complex nature of multi-bit watermarking latent space
spanning.

It is important to note that all experimental results were
obtained using the DINOv1 model. This demonstrates its high
vulnerability attacks, and its use for watermarking is not rec-
ommended. Consequently, a future research direction involves
investigating a broader class of foundation and autoencoder
models in the context of digital watermarking, as well as com-
parison with classical schemes like Broken Arrows [32]. This
would help determine whether such vulnerabilities are specific
to certain types or consistent across different models. The latter
case implies that watermarking is a specific downstream task
that cannot be solved with a public foundation model.
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