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Goal of privacy protection in outsourced services
Database/probe reconstruction
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Privacy-Protected Template Generation using
Sparsification with Ambiguization

Contribution: Model a generalized randomization technique with an
information loss prior for privacy protection mechanisms

Three Fundamental Elements

e Sparsification
e Ambiguization
e Privacy-Preserving Search

Advantages:

Fast search / memory efficient

Tunable reconstruction/recognition accuracy at server side

Limit inference of the public data even for the authorized data users
Server cannot reveal a structure of the database

Dimche Kostadinov, et al. Stochastic Information Processing (SIP) Group CISS 2019 6 /25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior 7/25
[ Related Works

Fundamental Elements: Sparsification
Main Idea

Preservation of Information

Rate-Distortion Function

Decoder

Encoder

» x(m) € RY > u(m) € {~1,0,+1}*

> x(m) ~p(x) > [u@m), < 5. » Distortion :||x(m) — %(m)|[ < D

1 A
» Rate: R :Elog2 ((si) 2‘5’>

Dimche Kostadinov, et al. Stochastic Information Processing (SIP) Group CISS 2019 7/25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior 8/25
[ Related Works

Fundamental Elements: Ambiguization

Main Idea
P
‘e
i e
IAmbiguizationf——
)
addition of ‘e
noisy samples, E [}
‘e
leiL
» u(m) € {~1,0,+1}* » Public Domain
> [[um)lly < S, > u(m)@Pn

Dimche Kostadinov, et al. Stochastic Information Processing (SIP) Group CISS 2019 8/25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior 8/25
|—Related Works

Fundamental Elements: Ambiguization

Main Idea
1
‘e H
i e :
IAmbiguization ] Decoder f—*
e H
addition of ‘e
noisy samples ) Even knowing '
) transform '
leiL
» u(m) € {~1,0,+1}" » Public Domain » %(m)eRY
» [u(m)]l, < S, » u(m)@n > |x(m) — &(m)|3 = ~2No?2

» Prevent reconstruction from u(m) @ n and from probe y

» Preclude server from discovering the structure of the database A

Dimche Kostadinov, et al. Stochastic Information Processing (SIP) Group CISS 2019 8/25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior

[ Related Works

9/25

Fundamental Elements: Privacy Preserving Search

Main Idea: User sends only positions of interest

Encoder

Dimche Kostadinov, et al.

L

» be{-1,0+1}*
> bl <5,

Stochastic Information Processing (SIP) Group

CISS 2019

9/ 25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior

L Related Works

9/25

Fundamental Elements: Privacy Preserving Search

Main Idea: User sends only positions of interest

Encoder

Dimche Kostadinov, et al.

L

Public Sparse Storage
x(1) o x(M)
o+ 0
0 =il
©TT . 0 0
e ;- 0
o N
HE L : -
E - E l Public List
- Py
E — ANN Decoder
VWS, + S, positions
n
im
teeat

» be{-1,0+1}"
> |bfl, <5,
» Add S, random positions

ng

Stochastic Information Processing (SIP) Group CISS 2019

9/ 25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior

L Related Works

9/25

Fundamental Elements: Privacy Preserving Search

Main Idea: User sends only positions of interest

Public List

Public Sparse Storage
x(1) o x(M)
1 +1 0
0 =il
cTT . 0 0
-—e w1l B ¢ 0
o1 im 0 +1
( JH HE L= :
o = ]
L HE
°! P Py
— Encoder — ANN Decoder
o VWS, + S, positions
Po ! T} sign (b)
i : EN i - ; Private List l
e-at - <
I ~<— Refined Decoder
> yeRY » be{-1,0+1}"

Dimche Kostadinov, et al.

> [Iblly <5,

» Add S, random positions

Stochastic Information Processing (SIP) Group

CISS 2019 9/25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior 10/25
|—Proposed Model

QOutline

Proposed Model

Dimche Kostadinov, et al. Stochastic Information Processing (SIP) Group CISS 2019 10 / 25



Supervised Joint Nonlinear Transform Learning with Discriminative-Ambiguous Prior 11/25
LProposed Model

L Overview

Proposed Model

Objective:
m Learn the discriminative and ambiguous representations with
e Minimum information loss
e Supervised discrimination and ambiguization prior
m Obtain the privacy-protected representation by imposing randomness
to the learned representations
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Joint Nonlinear Transform Model

p(Yicny Zek|Xen, W)= /o P(Yick}s Zek 0%, W) dO

o x.; € RY: input data

o 7., € RM: public (protected) representation

® Y. 11=[Va ik} Ya {eky) €RM 2 discriminative and ambiguous representations
e 0={04,0,}: model parameters

° VV=[Wd7Wa],WdE§RMXN,Wa€9?MXN . linear transforms

Model Assumptions:
L4 p(Xc,k, Zc ks Y{c,k}v 0|W) = p(xc,k|zc,k7 Y{c,k}v 07 W)p(zc,kv Y{c,k}? 0|W)
® p(Zeks Yicky, 0|W) = p(Zek, Y{cky,0)
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Support Intersection Based Measures
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Functional
Dissimilarity Parameters
—_——
0=1{04.0.}, 0;=1{6041,0402} ={{7Ta1.....Tap1}.{Va1,-sVa,D2}}
—_—

Similarity Parameters
Dissimilarity Parameters

—_—
oa = {Oalv 0a2} = {{Ta,la ceey Ta,Al}a{Va,ly ceey Va,AQ}}
—_———
Similarity Parameters

Discrimination/Ambiguization Measures:

1 . .
L;D(epv Yp7{c,k}) = 6_,,1:1{2%217 (Slm(yP,{c,k}a Tp,pl) + Stg(Yp,{c,k}a Vp,pZ))

Discriminative-Ambiguous Measure:
1 _. 1
Lp—u(yd,{c,k})Ya,{c,k}) = ESlm(yd,{c,k}aya,{c,k}) + B_SStg(yd,{c,k}aya,{c,k})
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Supervised Setup
1
e V(Y4 Yy) = K Z(LP—U(Yd,{c,k}vYa,{c,k})

c,k

o E[Lq(TdesVd,e,Ya{eiy)]~D(Ya)

1 1 .
D(Yaq)= CK B SN T (SiM(Yagery Yagerkny) + SE(Yaerts Y gerk1y))

c cl#c k k1l
° E[La (Ta,m Vag,c, ya,{c,k})] NS(YG)

1 1 .
S(Ya) = C?E ZZ Z (Slm(Ya,{c,k}vYQ,{c,kl}) + Stg(}’a,{c,k},ya,{c,k:l}))

c k kl#k
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Problem Formulation

Nonlinear Transform Error Sparsity Constramt

2y, Y% W > —||WX Y% + AJZ“Yp{ck}”)
pe{d7a} Ck

Discriminative—Ambiguous
Constraint

1 2
+ §||Z_Ya_Yd”F+ V(Yq, Ya)

Discrimination Constraint  Ambiguization Constraint

+ D(Yq) + S(Ya)

Linear Map Constraints
N\

+ QW) + Q(W,)
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Learning Algorithm

We propose an iterative, alternating algorithm with five distinct stages:

(i) and (ii): Estimating discriminative (or ambiguous) representation
(iii): Estimating the public (protected) representation
(iv) and (v): Updating the linear maps

We show that the problems at all stages have an exact or approximate
closed-form solutions.
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Learning Algorithm

Estimating Discriminative (or Ambiguous) Representation

» Given data samples X, protected representation Z and current esti-
mate W, and W,

» Discriminative (ambiguous) representation estimation problem is for-
mulated as:

win §[WyX — Y7432~ Ya=Yal|7 +V(Ya, Yo)
P
+D(Ya)+5(Ya) +Ap12 0 i

|Yp,{c,k} || 1 Vpe {da CL}

» Nonlinear Transform Estimation closed-form:

Y{p1,p2p = sign(uy, (cxy) © max(|up, (e x—8p, {ei1—Ap1 1, 0) O (Kp (c,1})
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Learning Algorithm

Estimating the Public (protected) Representation

» Given the estimated discriminative and ambiguous
representations, the protected representation is estimated as:
Zek = f (yd,{c,k}7 ya,{c,k}7 n)

» Objective Perturbation: Impose random noise n during the
learning phase

» Qutput Perturbation: Impose random noise n to the final
representation

Dimche Kostadinov, et al. Stochastic Information Processing (SIP) Group CISS 2019
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Learning Algorithm
Updating the Linear Maps

> Given: data samples X, all representations Y,,,p € {d,a}

» The problem related to the estimation of the linear map W,
reduces to:

.1
Hle}ilinwpx Y, 3 + ”Wp”F
4
+%”pr5 - IH% — Ap5log | det Wng|

> We use an approximate closed-form solution
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Evaluation

Computational Efficiency

AR E-YALE-B
W, Wy W, W,
K " K I t K I K I t
155 0.002 | 14498 0.002 | 8.094 | 23.32 0.001 | 11.96 0.001 | 11.24

Table: The computational efficiency per iteration ¢[sec] for the proposed
algorithm, the conditioning number x and the expected mutual coherence
u for the linear maps W, and Wy.
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Evaluation
k-NN Results

COIL | E-YALE-B AR
Discriminative representation | 99.86 94.4 88.57
Ambiguous representation 21.25 2.87 11.14
Coupled representation 96.80 94.81 75.38
Original data 100 81.41 84.57

Table: The k-NN results on the original data and the assigned NT

representations.
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Evaluation

Original Discriminative Ambiguous Dis-Amb

E-YALE-B

AR

COIL
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